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1. Introduction 
 
Manufacturing a chip is a process that involves many variables. Some of these variables 
are fairly consistent for the whole manufacturing process. Some variables vary from lot to 
lot, but are consistent across a single lot of wafers. Still other variables vary from wafer 
to wafer but are consistent across a chip [1]. Of course, there are also variables often 
observed in a single chip. This so called on-chip-variation (OCV) may come from mask 
alignment, etching process, and optical proximity correction. Therefore, two instances of 
the same cell on the same chip may have different timing characteristics. 
 
Consider a chain of buffers that are connected in Figure 1. The buffers in the middle will 
not have too much variation because they connect to each other with the same cell type. 
The buffers at two ends that connect to other cells may have variations due to the etching 
process. This small variation might not be significant in the past. However, in 90nm 
technology and below, the on-chip-variation becomes more serious. A good static timing 
analyzer (STA) needs to take on-chip-variation into consideration, and guarantees the 
quality of timing sign-off. 
 

        

Figure 1: A chain of N buffers 
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The underlying causes of the cell delay variations include the variations in the transistor 
channel length, number of dopant atoms which changes the threshold voltage, oxide 
thickness, inter-layer distance, etc [2]. Out of these, the main variations affecting delay 

are channel length (le) and threshold voltage (vt). The channel length variation can be 

further divided into a systematic component, lesys, and a residual random component, 

lerand. Hence, the channel length of a transistor can be modeled as follows. 

 

    le = le nom + lesys + lerand

 
Similarly, the threshold voltage of a transistor can be modeled as follows. 
 

    vt = vtnom + vtrand

 
The overall variance of a cell delay is the sum of the variances from each dominant 
component.  
 

σ2
total  =  σ2

rand  +  σ2
sys 

where σrand is the variance of the distribution of the random variation from lerand and 

vtrand, and σsys is the variance of the distribution of the systematic variation from lesys. 

 
The rest of this paper will address the issues in the traditional OCV approach, and 
introduce Incentia’s advanced OCV approach that solves these issues. 
 
 
2. Issues in Traditional On-chip-variation 
 
In traditional OCV analysis, the static timing analyzer takes a conservative way to make 
sure timing behavior is correct under any conditions. Every cell has both a maximum 
delay and a minimum delay due to OCV. For a setup time check, it applies the maximum 
delays to the data path, and minimum delays to the clock path. On the other hand, for a 
hold time check, it applies the minimum delays to the data path, and maximum delays to 
the clock path. The two different delays, maximum and minimum, may come from any 
combinations of the following three things: SDF (Standard Delay File), operating 

 2



 

conditions, and derating factors.  
 
Using SDF is the most direct way. The two delays may come from the maximum and 
minimum delays from two SDFs (Standard Delay Files), or from the max and min delays 
of a triplet from a single SDF. Operating conditions are defined in the technology library. 
Two operating conditions, worse case and best case, can be used to consider delay 
variations in OCV. For any data paths, it considers the maximum delays under the worse 
case operation condition. For any clock paths, it considers the minimum delays under the 
best case operating condition. 
 
Lastly, a constant derating factor can be used to provide further scaling of the data paths 
or clock paths. At most two derating factors can be defined, one applied to all data paths 
and the other to all clock paths, at the same time. This constant derating factor provides a 
convenient way to further increase a path delay if the derating factor is greater than 1, or 
to decrease a path delay if the derating factor is smaller than 1. However, it is often too 
pessimistic. To safely model the variations, this factor must cover the worse case scenario. 
When this single factor is applied to all data paths or all clock paths, it results in 
pessimistic results because not all data paths or clock paths need to be adjusted by the 
most conservative factor at the same time. Therefore, the constant derating factor imposes 
unnecessary performance penalties for nanometer designs. The penalties include larger 
chip size, slower chip performance, and longer design cycle. 
  
 
3. Incentia Advanced On-chip-variation Approach 
 
Incentia’s advanced OCV approach uses variable derating factors. It consists of both 
level-based and location-based OCV. They are developed to select the optimal derating 
factor to eliminate the excessive guard banding by the constant derating factor. 
 
3.1 Level-based On-chip-variation 
 
The level-based OCV considers the derating factor as a variable depending on the number 
of logic levels on a data path or a clock path. An example is shown in Figure 2, where the 
data path (red) has a logic level of 6, and the clock path (pink) has a logic level of 2, after 
the clock branch point. Depending on the number of logic levels, different derating 
factors should be used. 
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Figure 2: Level-based OCV 

 
3.2 Location-based On-chip-variation 
 
The location-based OCV further takes placement locations into consideration. If a 
placement is given, we propose the derating factor also depends on the diagonal of the 
bounding box that encloses all the instances on the data path or clock path. Figure 3 
shows one example.  
 

  

Figure 3: Location-based OCV 

 
3.3 OCV Derating Factor Tables 
 
In advanced OCV timing analysis, two SDFs, MIN and MAX, are needed. An OCV 
derating factor table is a two–dimensional table that describes level and location effects. 
The tables come from ASIC vendors or foundries, characterized by their in-house design 
or library teams. 

 4



 

 
One way is to apply four OCV derating factor tables with the two SDFs: MAX-Hold, 
MAX-Setup, MIN-Hold, and MIN-Setup. In this case, one table is selected for setup 
check, and one table is selected for hold check. At one timing check (either setup or hold), 
only one table is applied to either data path or clock path, according to the last column in 
Table 1. 
 
 

SDF Delay Type Timing Check Applied to 
MAX Hold Data path 
MAX Setup Clock path 
MIN Hold Clock path 
MIN Setup Data path 

Table 1: Application of four OCV derating factor tables 

 
 
An example of the four OCV derating factor tables is shown in Figure 4. 
 

 

Figure 4: An example of OCV derating factor tables 

 
The two tables on the left hand side are for use with the MAX SDF. Since the MAX SDF 
contains delays under the worst case scenario, derating factors are all less than 1 to 
compensate this pessimism. On the other hand, the two tables on the right hand side are 
for use with the MIN SDF. Since the MIN SDF contains delays under the best case 
scenario, derating factors are all greater than 1 to compensate the optimism.  
 
The logic levels are from stage 0 to 32 in the tables. As the number of logic levels grows, 
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the random variation effect reduces and gradually dies out, and therefore, the derating 
factors are closer to 1. This can be explained by using the example of Figure 1, a chain of 
N buffers. The variance of the random variation of the whole path is as follows. 
 

σpath = sqrt (σ2
rand  +  σ2

rand + … + σ2
rand ) = σrand * sqrt (N) 

 

The variance of the random variation of one buffer becomes σrand / sqrt (N), which 

is smaller than σrand.  

 
The physical location effects are represented by distance from 0 to 16000um in the tables. 
On the contrary, systematic variation does not die out as a timing path extends on a chip. 
The longer the distance, the more systematic variation, and thus derating factors are 
farther away from 1. This is illustrated in Figure 5. 
 

    

Figure 5: Variations on chip size 

 
3.4 Single Mode vs. Dual Mode 
 
The previous section described a way of using four OCV derating factor tables. It is so 
called the single mode because either a data path or a clock path (but not both) can be 
derated at one timing check. To describe variations more accurately, an expansion of the 
single mode is introduced. In this case, two tables are selected for setup check, and two 
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tables are selected for hold check. In each timing check, a table is applied to the data path, 
and another table is applied to the clock path. This is so called the dual mode. Totally, 
eight tables are provided for selections, as shown in Table 2. 
 
 

SDF Delay Type Timing Check Mode Applied to 
MAX Hold Early Data path 
MAX Hold Late Clock path 
MAX Setup Early Clock path 
MAX Setup Late Data path 
MIN Hold Early Data path 
MIN Hold Late Clock path 
MIN Setup Early Clock path 
MIN Setup Late Data path 

Table 2: Application of eight OCV derating factor table for dual mode 

 
 
4. Benefits of Advanced OCV 
 
The biggest advantage of advanced OCV over traditional OCV is a more accurate timing 
analysis result. Traditional OCV using a single constant derating factor is too 
conservative. This over-conservative derating factor is applied to all data paths or clock 
paths at the same time, and the timing analysis results are often too pessimistic. Table 3 
shows results of a 90nm design using traditional OCV and advanced OCV under the 
single mode. Using the traditional OCV, the number of violations was 582 in setup check, 
and 3795 in hold check. It also showed a worse negative slack (WNS) of -0.675 in setup 
check, and -0.059 in hold check. 
 
 

 

Table 3: Experimental results 

 
On the other hand, after applying the level-based OCV, the numbers of setup and hold 
violations have been reduced to 318 and 193, respectively. The WNS has also been 
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reduced to -0.239 and -0.023. After applying both level-based and location-based OCV, 
the results were even more promising. The numbers of violations were cut down to 
within 100 in both setup and hold checks. The WNS was almost gone in both cases. This 
90nm design has been taped out successfully with much less turnaround time after fixing 
the remaining issues.  
 
The above case study proves that advanced OCV using variable derating factors based on 
logic level and physical location to select the optimal derating factor for each timing path 
indeed results in less timing slacks and fewer timing violations. This allows design teams 
to rapidly achieve timing closure.  
 
 
5. Incentia Timing Analysis Products 
 
5.1 TimeCraft Product Line 
 
Incentia provides delay calculation, static timing analysis, and signal integrity analysis 
through its TimeCraftTM product line. TimeCraft has been the fastest full-chip gate-level 
Static Timing Analyzer (STA) in the market for years. Advanced OCV provides an 
effective alternative to the difficult problem of statistical analysis on modeling process 
variations. TimeCraft is now further equipped with advanced OCV analysis techniques 
described in this white paper, and leads the technology developments for nanometer 
design timing sign-off. 
 
5.2 Built-in Advanced OCV Engine 
 
Post process is a simple way to apply advanced OCV. After generating a timing report 
without any derating factors, a post process script can be used to multiply each timing 
path in the timing report by a variable derating factor. This post process approach is slow, 
and uses lots of memory because an interface is involved between two different programs. 
Furthermore, the accuracy of the timing analysis is limited to the number of paths in the 
timing report. If a timing report contains 100,000 timing paths, only these 100,000 paths 
are analyzed. It is still possible the 100,001st path becomes more critical after the 
derating factor adjustment. So the post process results may be approximate. 
 
On the contrary, TimeCraft now offers a built-in advanced OCV analysis engine. This 
native engine-based implementation approach is easy to use without limitation, and 
delivers the best analysis performance in terms of runtime and memory usage, when 
compared to the post process approach. This improves turnaround time and reduces 
design cycles. It has become increasingly critical because of the need to run many 
additional corners on small geometry designs. Furthermore, the built-in engine considers 
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all timing paths in generating the timing report. The analysis results are thus always 
accurate and exact.  
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